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MULTIPLE CLASSIFICATION ANALYSIS 

This paper summarises some of the theoretical aspects of 
multiple c l a s s i f i c a t i o n analysis and i t s interpretation,, with 
p a r t i c u l a r attention to the SRC's IBM 70k prograE.* We regard t h i s 
d r a f t as our f i r s t contribution to a paper which w i l l deal more 
comprehensively with the subject and «ill be a j o i n t product of 
the Economic Behavior Program, the Data Processing Section, and 
the Sampling Section. 

I t i.3 a coamou experience i n the analysis of data from socio-economic surveys 
that the researcher w i l l be facing the problem of predicting an individual's position 

on a given numerical dependent variable when he has knowledge about each i n d i v i d u a l s 

c l a s s i f i c a t i o n with respect to a number of independent characteristics balievec to 

influence the dependent variable. Frequently the researcher develops a predictive 

model which u t i l i z e s the nethod of least squares to minimise the sum of squares of 

the errors of prediction. The multiple c l a s s i f i c a t i o n raodcl i s of t h i s type, and 

we discuss the underlying assumptions i n Section 2. Section 3 deals with the in t e r 

p r e t a t i o n of the machine analysis with attention to questions that have been directed 

to us- Section k extends the discussion to analyses not immediately available from 

the IBM 70k program. 

* The IBM 70k program, w r i t t e n by John Souqisiat for th© Ecoacnaic Behavior Program, 
i s an improved version of an IBM 650 program developed f o r Vernon Lippifc at General 
E l e c t r i c Company [6]. 
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1. 
2. THE MODEL AND THE INITIAL ASSU&PTIOHS 

The model i s 
J i j k ... a = y + 3j_ + b j + c f c + d j + ... + * m Q j 

where y i s the over-all mean 
Z £ Z ... £ w.,. y.., / Z Z £ ... Z w,„ 
i j b a £ ^ k a l j k V i j k a ^ k a ' 

(See [7j PP- 9i*"963)- Here s$. i s the weight assigned to the ath element 

i n the i j k ... c e l l . I f the sample i s 3elf"weighting, w f = 1 and the 
sum i s the number of sample elements i n the analysis. The quantities a., b. ? c. , 

i j 
etc.; are effects of the various classes to which an individual belongs* The e. 4 1 

adjust for the error i n y' . a3 an estimate of y. 
i j k . • • ij« * • * > 

where y' , - y + a. + b. + e. + d_ + .... ijtc • • • x j l i • 1 

With the model we assume no in t e r a c t i o n s ^ / ar.iosg the ais> ^5%8' C k B ) Q'cc': 

the e. Ts have an expectation'of scro, a coasr.on variance a 2, and are 'jncorrclated.^ i j i c .. • 
the e f f e c t s of the ^ j ' 3 ' etc., are additive. There i s no r e s t r i c t i o n of 

equality or proportionality on the class frequencies and no assumption of orthogonality, 

Each individual 13 c l a s s i f i e d i n p ways; he i s assigned t o one of the i 

c l a s s i f i c a t i o n s of characteristic a 5 one of the j c l a s s i f i c a t i o n of characteristic 

b, etc.; throughout p characteristics. 

To i l l u s t r a t e , y ^ ^ i might be the income of a family with head i n age class 

i , occupation j ^ education l i v i n g i n geographic region 1. 

I f we knew absolutely nothing about a fasaily. we would guess the income to be 

y, but there might be substantial error i u the prediction. However^ knowing the 

specific c e l l to which the individual bolcnifje, we can predict the family income with 

1/ A v a r i a t i o n of the Qodcl regards i n t e r a c t i o n as another characteristic. For 
example^ to provide f o r int e r a c t i o n between cl : c r c c t ^ r i ^ - i c c a end b i;c ucy 
introduce the characteristic (ab),.,> t?here i and j may apply i n turn to all 

or to only some of the classes of a and b. The model i s then 
y u k . . . a = * * a i + b j + < a b ) i j + ••• + ° m ... B f 

and we assume the interaction effects,, together with the raain effects.* are additive. 



2. 
error and the values of a±> by etc., w i l l have been computed i n such 
a manner that the error sua of squares i s a minimum. 

The analysis of multiple c l a s s i f i c a t i o n gives results consistent with those 

that would be obtained from a multivariate regression analysis i n which each class 

i s regarded as a separate characteristic w i t h the property that i t has the value 1 

i f an individual possesses t h i s characteristic and 0 otherwise [5], [10]. The 

multiple* c l a s s i f i c a t i o n analysis has some p r a c t i c a l , operational virtues but no 

theo r e t i c a l advantages over the multivariate regression analysis with "dinnsiy" 
2/ 

variables-' . I t follows that the theoretical assumptions and interpretations nu3t 

be i d e n t i c a l for the two analyses. 

'5: INTERPRETING THE OUTPUT THE MACHINE P&X3KAH 

The machine computes estimates of the parameters by an i t e r a t i v e process (see 
Appendix). These estimates we designate a. s etc. Algebraically, the methods 

1 J 
of matrix inversion and i t e r a t i o n are equivalent and differences between exact and 
approximate values are assumed negligible^/* 

Output from the program leads to the analysis of variance i n Table 1. 

2/ When using the multivariate regression analysis with dummy variables a cosntnon 
practice i s to set equal to aero the regression c o e f f i c i e n t for one class of 
each characteristic. As a consequence, computed co e f f i c i e n t s are deviations 
from the omitted class of a character i s t i c , rather than deviations from the 
o v e r - a l l mean as i s the case w i t h the multiple c l a s s i f i c a t i o n analysis. The 
too sets of coefficients are related by a linear transformation. 

2/ The i t e r a t i v e solution i s independent of the ordering of the characteristics 
and classes. That i s , characteristics may be designated a, b, c, etc.^ i n 
any convenient order. Conceivably one arrangement could require more ite r a t i o n s 
than another, but t h i s consideration i s uniiaportant. 



Table 1--Analysis of Variance , 
y • 

Variation Degree Stsn of w Mean square Expected F 
due to: __Qf freedom, squares-' jc.ol.. 5/col. 2) mean square r a t i o 

(1) (2) <3) ~ " W (5) ( 6 T 

^ ̂ , Q • • • r * s + t *... - p Zy /a. v Zv, fi>, + .. . V V/E i * J' k a i i • bj j f 

Seoainder n - r - © - t».-*- p-1 By subtraction E oB 

Total n-1 y?., 
I j k a. i j k . . J i * k . . a 
(£ £ E. . l i ? . y . ) 3 

I j k a x J k ' 'C^ijk. .a/ 

I n the table p = mzabar of characteristics 

r , By t , etc. = number of non-zero classes i n characteristics a, b, c etc., respectively 

n = number of elements i n the sample 

y . => ZSL,iW.,, 1«y,. n ~ weighted t o t a l f o r the i - t h subclass of a 

y,« = ZEE,, .w.... y. = weighted t o t a l for the j - t h subclass of b Dj I k 1 * * **J"* * • 

y etc. are similar subtotals. 

I n order that the F test i n column 6 be v a l i d - I t Is necessary to add the assumption that th( 

err o r terms, e... , are normally d i s t r i b u t e d . Furthermore, i f we wish to make v a l i d 
XJK. • 

hf The t o t a l sum of squares may be expressed ce 

w.jk ( y l j k _ - y)s =EZE...£ W i j l c..f(y l j k i. - y' j k J + <y'jk - y)]s. 

An equivalent form of the right-hand member ± B 

E E E.. ,E w, e ? r Z E E.. w . ( a 1 , -fr b, <* cl -5*... ) 2 , the cross-product i j k . . i j k . . i j k . . I j k ' 9 r 

term having vanished over the summation. 

Z Z Z.. ,Z w^j^ e l j k y ^ e u n G 5 :P^ a^ Q G^ o r e r r ° l " B u m or" squares, i s not a convenient 
computational form and the numerical value i s generally obtained by subtraction. 

The explained susa of square3 i a easily calculated from the expression 
Z ysjfi*£ ^ ^ b j ^ j • • " since t h i s I s equivalent to a suia of squares, i t i3 obvious that 
the quantity i s always positive although individual terms or groups of terms i n t h i s 
computational form may be negative even f o r the summation over a l l classes of a 
ch a r a c t e r i s t i c . 



inferences about a population represented by the data under analysis, i t i s necessary 

to assume that we have a simple randosn sample. To the extent that these conditions are 
and to the extent that the i t e r a t i v e solution d i f f e r from the exact solution, 

not f u l f i l l e d , / t h e analysis of variance and the P test are approximate. 

The researcher may view the computational form of the explained sum of 

squares ( l i n e 1, column 3 of Table l ) and be tempted to regard the summations by 

characteristic aa the sum of squares a t t r i b u t a b l e to the respective characteristics. 

THIS CA2380T BE. The machine program was w r i t t e n to p r i n t out these values to suggest 

l i n e s of research rather than to serve isrssdia'ce analytical purposes. The fact that 

sonte of the quantities may be negative precludes our i n t e r p r e t i n g the computational forta 

as a p a r t i t i o n i n g of the explained sisn of squares. I n section k \se discuss the c a l 

c u l a t i o n necessary to obtain the sum of squares a t t r i b u t a b l e to one characteristic or 

to a subset of characteristics. Here i t Is important to recognise that such quantities 

are not products of t h i s program. 

Available from the program i s the comparison of the explained sum of squares 

( i n l i n e 1 and. column 3 of Table 1) with the t o t a l sinn of squares { l i n e 5* column J of 

the t a b l e ) , 

YLS = explained sura of cquares/tot&l sum of squares,. 
5/ 

where R Is the multiple correlation coefficient.*^ Note that W~ i s the same as the 
" c o e f f i c i e n t of j o i n t determination" described i n Ezeklal [¥, pp. 159. 2173 and by Crouton 

and Cowdea 
13* PP 663, 77^3• Even though t h i s neasure may be s p l i t i n t o coKpoacnt8--coefficienta 

of separate detenaination--by taking r a t i o s l i k e 22^ y^/Fotal SS, £ ^ y ^ / T o t a l SS, etc.; 

each includes part of the j o i n t determination of the other independent variables and 

some of these coefficients may be negative. This i s due to nonorthogonality. 

A significance test for R i s i d e n t i c a l with the singl e - t a i l e d F tesC, i n 

colram 6 of Table 1, f o r the significance of the regression; appropriate degrees of 

freedom are (r-+ a + t + . p ) and (n - r - s - t...+ p - l ) . £ote that the test oay 

5/ Although t h e o r e t i c a l l y biased [8, pjS^], f o r a l l p r a c t i c a l purposes, the B. and Rz 

can be taken as estimates of the corresponding population values. 



not be eaect because the W test assumes normality and simple random sampling, conditions 

which the data may hot f u l f i l l . Inasmuch as the effe c t on the F test Is unknot, we 

suggest that the researcher require the value f o r significance to be somewhat larger 

than the tabular one. 
6/ => 

An alternative i s to obtain an estimate of the sampling v a r i a b i l i t y ^ of R 

by comparing the estimates from ti?o half-samples {or from the whole sample and one 

half-sample)• Although the technique i s crude, estimates of R2 and i t s sampling error 

would enable the researcher to Judge the e:q>lanatory value of the set of characteristics 

and t o make comparisons w i t h other samples from the acme universe. 

The half-sample analyses (see preceding paragraph and Appendix) y i e l d 

approximate sampling errors f o r the parameters (a\, 'S., etc.) as wel l as for K2. 

"Small" co e f f i c i e n t s of v a r i a t i o n (standard error of the e3titaate/estlraate ) and 

some s t a b i l i t y from sample to sample w i l l increase confidence i n t h e i r predictive value. 

[The following i s contributed by Dr. James K. Korgan of the Economic Behavior Program] 

The "ejiploined sum of squares" pa r t i t i o n e d among the predictors i s affected 

both by the dimensions of the dependent variable and by correlations among the pre

d i c t o r s themselves., What we need i s a measure of the r e l a t i v e importance of each 

predictor Independent of the unite of measurement of predictor or dependent variable, 

i . e . , an analogue to the beta c o e f f i c i e n t i n multiple correlation. I t i s easy to 

compute beta coefficients f o r each class of each characteristic, but what we want i s 

a measure of the importance of the *fhole set of classes of a characteristic taken as 

group, e.g*, of age as a factor, not of belonging to one pa r t i c u l a r age group. 

For a simple random sample the variance of R i s approximated by 

variance {Br) - —— {— 
.2/1 «2\2 

where n i e the sample size. However, the estimate breaks down for R near zero [8> 

Vol I , p 385]. 



6. 
Such a measure of importance i s easy to compute by tr e a t i n g the adjusted 

c o e f f i c i e n t s as measured explanatory variables, and computing a multiple regression 

with these newly developed variables "age", etc. Each variable w i l l have a re

gression c o e f f i c i e n t b^ of 1.00. 

The formula f o r beta i s b.o* whore y I k the dependent 
h = i 

1 O 
y 

variable and the predictor. We knew the standard deviation of y from the 10k 

output, b^ i s equal to 1, and the standard deviation of our a r t i f i c i a l variable i s 
/ Z - ^ i f e i x^ K / ^ * y i since the weighted sum of the coefficients over 

any characteristic i s zero. 

The only difference between t h i s and the standard beta c o e f f i c i e n t is 

that I t la always positive because a l l b^ Ts ere positive ( i . e . , equal to 1). 

•SS- * 4* tt Vc -X -tt # ?'<• a- ft 

Although, at present, we cannot f u l l y agree with the rationale of the 

above discussion leading to a £-mc£Sure, we f e e l that the expression 

can serve ae a .very good measure of the "indes of importance". 
* j i 

I 

Of course, we are looking at t h i s as an "average e f f e c t " r e l a t i v e to the v a r i a b i l i t y 

the dependent variable; greater the Index,, the greater the importance of the 

characteristic. We would l i k e to pursue the matter further. 



7. 

Other Analyses 
a. Testing effects of the characteristics 

I t let to be noted that the differences among the marginal (subclass) averages 

do not represent the "true" estimates of the parfisaeter differences i n the case of 

multiple c l a s s i f i c a t i o n with disproportionate subclass numbers- These r e f l e c t not only 

the e f f e c t s of the p a r t i c u l a r c l a s s i f i c a t i o n but also Include the residual affects of 

the other c l a s s i f i c a t i o n s . Thus the differences between Incoras means represent not 

only a l l the effects of income differences but also include the £luctiiations caused by 

the differences i n occupations, age groups, etc., as a pert of these differences; i n 

other words, the main effects are noaorthogonal. 

This nonorthogonality of the main effects implies that a " p a r t i t i o n " of the 

t o t a l sum of squares Into those exclusively a t t r i b u t a b l e to the various individual 

characteristics and the "error" i s impossible [7* PP 110-113J; that Is to say that the 

" t r u e " sum of squares of the characteristics w i l l not add up to the t o t a l f o r such 

noaorthogonai data. Because of t h i s result and the Eonorthogonality of the main e f f e c t s , 

the usual sum of squares a t t r i b u t e d to a p a r t i c u l a r characteristic, say Z ^ y ^ for 

example, w i l l not represent the true sum of squares a t t r i b u t a b l e to that characteristic, 

a i n the example. And the set of terms Z a^ya.^, Z j * etc., are no more orthogonal. 

Rote that one or more of these terms can even be negative I {Also note that this rules 

out any measure of homogeneity defined i n terms of the components of variance.) 

I f the researcher I s interested i n f i n d i n g out whether the various subclasses 

of a characteristic produce any d i f f e r e n t i a l e f f e c t en the independent variable, i t i s 

necessary to rerun the machine program deleting the characteristic i n which the 

experimenter i s interested.-/ I f the new solutions are denoted by a^, ^ j Q ? etc., 

then the appropriate sum of squares to test our hypothesis w i l l be given by the d i f f e r 

ence between the f i r s t and second "eKplained" sum of squares (see Table 2) namely 

(Z a^ya^ **" Zl>.y&, -V...) - (Z ^ i o y a j i
 + ^ ^ < o y b j * • • • ) • K o t e t u a t t n e second Bet w i l l not 

I n t h i s event convergence might be achieved i n fewer i t e r a t i o n s i f the previous 
solutions are used as f i r s t approximations. However, the technique i s impractical i f 
i t s use involves changes i n the machine program. 
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contain a tern corresponding to the characteristic f o r which we are testing. This 
difference w i l l have r - i degrees of freedom i f Che characteristic has r subclasses. 
The appropriate test w i l l be the s i n g l e - t a i l e d 3? t e s t , the F-ratio being defined I n 
column 5 of Table 2. (Remember that tho sum of squares are approximate since we are 
using the approsimatc solutions obtained by i t e r a t i o n . ) 

Table 2—Analvsie of Variance 

Var i a t i o n due to Degrees of Sum of Squaro3 Mean F-ratio 
. freedom .._ square 

(1) -™-(̂  — ^ ^ — 

b, c, etc., ( I g - s - i - t -(p-1) 1$..oyb * Ec^y +.. — 
noring a) J j & 

a r - I (By subtraction) Vfl V̂ /fe 

a, b 5 c, etc. r + s + t p 2a,y + Z§.y. +.. * ' J r 3^bj 

Error n - ( r s + t - . - p ) - l (By subtraction) E 

Total n-1 ^ i j k ^ j k " 

i j k 

i f the sum of squares a t t r i b u t a b l e to characteristics a and b i s desired, the machine 

program i s again repeated, t h i s time excluding the two characteristics. The analysis 

of variance table again has f i v e l i n e s : Variation idue, to 
c, etc. (ignoring a and b) 
a and b 
a, b, c, etc. 
Error 

Total 

I t i s not v a l i d to subtract the sum of squares duo to a (from Table 2) from the 3«m 

of squares due to a and b, and then a t t r i b u t e the remainder to characteristic b. The 

l a t t e r i s obtained only by repeating the analysis with characteristic b enciuded. 

At t h i s point i t i s worth considering some alternative methods even though 

they are approximate. I f the various subclasses have roughly equal numbers of observe* 



tiona (or at least reasonable to believe t h i s would be true i n the population from 

which the sample i s drawn), a simple approximate method would be that of the method of 

unweighted means—the method of calculation being to Ignore the subclass numbers and 

apply the ordinary analysis of variance to the means of the subclasses, treating them 

as single observations 19* PP 287-288, 29**]* X£ the data conform, more or less, to 

the assumption stated above 9 i t i s advisable to perform t h i s simple and easy analysis 

of variance to get an approximate idea of 'eihat the results would look l i k e * (The 

erro r mean square i s calculated using the whole data, subtracting between c e l l sua of 

squares from the t o t a l sum of squares and f i n a l l y d i v i d i n g i t by the harmonic mean 

of tho c e l l frequencies.) 

An alternate, approximate procedure i s that of erpected subclass numbers; 

the technique to be used i f the subclass numbers are quite d i f f e r e n t and t h i s seems t o 

be a characteristic of the population [9, p 295] • Here the observed numbers and t o t a l s 

of the c e l l s are replaced by the "expected" mnabers and "eispecfced" t o t a l s based on these 

numbers azid the observed means. Then analyzes the data which now have proportionate 

subclass numbers. This method has been found useful and gives close approximation to 

the "esact" method of f i t t i n g constants. t9> PP 291-292, 299-300] 

The method c f weighted squares of means i s yofc another approximate method 

suited i n ca3©3 where the marginal means are assumed representative of some populations. 

The reciprocals of the numbers i n each c e l l are computed and the weights f o r subclass 

means (and t h e i r squares) are the reciprocals of the sums; i . e . , the weight for each 

subclass means w i l l be the harmonic mean of the numbers i n that class, i n other 

c l a s s i f i c a t i o n s . This method leads to a te s t of significance of the.differences among 

the subclass eff e c t s . 

I f one i s Interested i n comparison between subclasses of a characteristic the 

problem I s more complicated. However, approximate procedures may be adopted to achieve 

these comparisons* A simple but crude method would be to apply an approximate t - t e s t 

on the estimates obtained from the i t e r a t i v e process; the variance being epprosimately 

calculated by using the subclass numbers. (These w i l l be i n general underestimates and 
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so may resu l t i n r e j e c t i o n more often than i s indicated by the significance level of 

the t - t e e t . ) The other approximate analysis of variance methods suggested above 

provide also convenient comparison methods corresponding to them, the methods being 

i n l i n e w i t h the standard analysis of variance and Individual comparisons, 

b. Check on a d d l t i v i t y assumption 

I t hG3 been t a c i t l y assumed i n the above procedures that the additive model 

holds good f o r the data at hand. I n many situations confronted i n socio-economic 

surveys, t h i s may be far from r e a l i t y . So I t would be advisable to f i r s t of a l l have 

a rough check of the v a l i d i t y of the additive model by a careful scrutiny of the data 

combined with accumulated experience i n the behavior of characteristics under study. 

Qac need not be much alarmed i f he finds that the assumption of a d d l t i v i t y does not 

s u i t h i s data. I n euch cases i t would be possible to f i n d some suitable transformation 

so t h a t the transformed variable s a t i s f i e s the a d d l t i v i t y assumption. Such trans

formations have the additional e f f e c t of making the d i s t r i b u t i o n more nearly normal 

than before and thereby v a l i d a t i n g tests of significance aa srell as estimation. The 

most useful type of transformations that occur commonly are the logarithmic and the 

square root transformations [2, pp 39-52]. 

Analysis of the residuals offers a belated check on the a d d l t i v i t y assumption. 

E&r&ed departures from normality may resu l t from a break-down of t h i s assumption 

[5> P 572 f£J. I t i s then necessary to search f o r an appropriate transformation. 



Append!s 

These notes were prepared as an aid to w r i t i n g the machine program, Although 

the notation i s i n terms of three characteristics, the program provides for a maximum 

combination of characteristics and classes. The normal equations and several steps 

I n the i t e r a t i v e solution are included. 

I t i s necessary to s p e c ! a convergence t e s t to determine when a solution 

has been achieved. The researcher may choose either of two tests (where K and K + 1 

denote the nest to the l a s t and the last i t e r a t i o n s , respectively): 

1. 

2. 

m K 
a i ~ a i 

K+l a, x 

mi - Q, 

< Q .1 j 

b f 1 - b* 

< Q 

< Q Y 

etc. 

He must also specify the value of Q and the maximum number of i t e r a t i o n s to be completed 

i f convergence i s not achieved i n K. + 1 or fewer i t e r a t i o n s . (For some studies con

vergence has been achieved i n around 10 i t e r a t i o n s using te3t 2 and Q » .001.) Results 

of the l a s t two i t e r a t i o n s are available roatlnoly and a l l may be had when specified 

i n advance. 

Necessary conditions f o r a solutioa are Z w.a^+^ = Z W.D5^- = L H, cf^^ = 0. 

i i i j j j l t k k 

I f these quantities do not appear as part of the program output, the researcher should 

v e r i f y that the conditions have been met. Possibly t h i s v e s i c a t i o n may be added to 

the program i n the near future. 

The researcher may choose to run the analysis for either or both of two 

properly selected half-samples as t r a i l as f o r the e n t i r e sample. 

The output format i s i d e n t i c a l f o r the whole sample and the half-samples. 

The number of non-zero classes, not necessarily known i n advance, can be determined 

from the output. 

Possibly the program may be adjusted, at a l a t e r date, to repeat the calculations 
f o r several half-samples. 



Kotation 

Modal; Y , ~ Y + a. + b. + c. + o,,, where i j k a i j k i j k a 

Y, * observed value of variable y for individual a i n the i l k - t h c e l l 

Z Z Z Z w Y 
Y *= the over-all weighted mean = i j k a i j t o i j k a Y 

SZZZw^, = * 
W I J b a = w e * 8 k t f o r observation { = 1 i f data are unweighted) 

a^ = " e f f e c t " due to i - t h subclass of characteristic a 

bj = " e f f e c t " due to j - t h subclass of characteristic b 

c. a " e f f e c t " due to k-th subclass of characteristic c 

e i j k a = " G r v o r " (random f l u c t u a t i o n of observed value from predicted) 

Y, = Z Z Z W, Y, ; Y, = Z Z Z V?.,. Y, ; Y = Z Z Z W, Y, I j u a *lteL i J t a j i k a ^ j t a i J 1 ^ k i j a * J k a * J t a 

W. =ZZw.,, ; W,, «ZEw... ; W„ Z Z W. i j k a * j t o jfe i k i j t a il* j a i J k a 

W. = Z W, = Z W.F ; W. « Z W, . = Z W._ ; W, = Z W. = Z «L_ i j i j fc ifc ' 3 1 i j k k i j j k 

Z Z Z W Y Y 
A = .j k a X J K a « J ; = Y , the mean of i - t h subclass of a. 

1 Z Z Z w M L w. 
Y i - \ -

Si m i l a r l y , B, =* — i = Y A, and C, = = Y„T represent means of subclasses of 

b and c respectively. 

Y = Z Z Z Z W. 4 1 Y . = Z Y. = Z ?, = Z Y. 
i j U i J ? c a * 3 t o i i j j k k 

, f w i A i ? V J 
Note Y « ~ « « •:LV- 3 " - f r -

W P H k 
i i j j & K 

Z Z Z Z W,Y?., - *fj? 2 «= Total sum of squares, 
i j k a * J t a 

[ I n a l l the expressions above, a w i l l run through.the values 1 to being t n e 

number of observations i n the i j k - t h c e l l ; 1 through I to r, the number of subclasses of 
a; J through 1 to s, the number of b subclasses; and k through I to t , the number of c 
subclasses. ] 



3-

Normal equations to be solved; 

a = A. - Y - ~- Ew.. b. - ~ Z W.nc. i x fci j i j j W i k i k k 

b = B. - Y - rr ZH.. a. - c, j j i i j i k j k k 

c « c. - Y - ~ Z W., a, - ~- E w,. b, k k Hfc i i k i Hfc j j k j 

Solution 

Step 1. a^ = At - Y ; b' = B - Y ; c£ * - Y 

a!' • a l • W£ 1 i k k 

- b j • 
1 

- c; " • f Ss., a'.' Wk t i k x 
1 

K 
a. = 

X 

a! -i 3. 
Z w,, 
j « 

.K-I 
b j 

1 v „ K-l 
• ^ | w i k c k Note: Superscripts 

b ~ j h\ • 
1 

' w i 
Zw.4 

i >-i 
K 

fii • 
1 r u K-l 

u j k k 
denote primes 

NOT powers. 

% - *L • 
1 

£ wiu 
K 

a i " h~ 2w., b* 

Step K + 1 l i " 
1 

" W i 
K-tt 
' j c h i • 

1 
' W J 

K-tt 
k c k • 

1 

Zw.. b* -j i j i 

i i j i 

Zw i k "k I k 

Wj k J k C k 

k ?
 W i k a i 

K+l 
k j j k j 



Basic Output of _IBH 70k M&chineJBzof'Xsm 

1. Y 

2. w = E E E E N. 
i j k a 

3. w = E E E E w, . 
i j k a W"* 

fc. a! » V 5 ' " b j " V * ' °k = C k - 5 

5, a^*1 , b ^ + 1 j c^ + 1 (solutions to normal equations) 

6* K 1 = number of i t e r a t i o n s or steps 

r Y 2 

i j k a i j k a 7. E Z Z E W. ,. Y 2 - W? 2 = t o t a l sum of squares = TSS I j k a * * 

8. SSA ° ZY. a f 1 , SS3 » Z Y, b f 1 , SSC = E Y,c. 
i l l j j j k K K 

9. ESS m SSA + SSB + SSC ° explained sua of squares 

io. wt , Wj , wfe 

[Note: The machine p r i n t s out many other re s u l t s best described i n d e t a i l by the 

Data Processing Section,] 

{ 
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