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WULTIPLE CLASSIFICATION AWALYSIS

Thig paper summarizes some of the theoratiecal aspects of
multiple clessification analysis and its interpretation, with
particular attention to the SKO's IBM TOh progrem.¥ ¥We segard this
draft as our fivet contyibution to a paper which will desl more
comprehensively wizh the sublect and will be s joint product of
the Economic Behsvior Frogrom, the Date Processing Section, and
the Sampling Section.

1. IKTRODUCTION

It ia a common experience in the snalysis of dats from sccio-ecomomic Burveys

that the rescarcher will be facing the oroblem of predicting an imdividuzl’s position
on a given numezical depeandent va;iable vhen he has knowledge about cach individualis
clagsification with respect to a number of independent charactezigtics balicved to
influence the dependent variable. Frequently the regearcher develops a predictive
model which utilizes the method of lesst squares to minimize the sum of squares of
the errors of prediction. The muliiple classification model is of this type, and

we discuss the underlying assumptions iv Sectiea 2. Section 3 deals with the inter-
pretation of the machine anaiysis with attention to questions that have bLeen directed

to ue. Section 4 extends the discussion to onalyses not immediately availadle from

the IBM 704 program.

# The IBM 704 program, writter by John Sonquist for the Bconomic Bohavior Program,
1s an improved version of an IBM 650 program developed for Vernom Lippit at Gereral
Electric Company [6].




2. THE MODEL AND THE INITYAL ASSUMPTIOHS

‘The model is

Vik ...a = Fra +b to vd b ...t

17737 % ijk... a,

where ¥ is the over-all mean

ZEZ L w o Vi ... of BLZE.. T

v,
13  « : 11k ME-ee@.

(See [7, pp. 91-961). liexe Yy s o is the weight assigned o the ath element

in the ijk ... cell. 1If the samplec is seli-weignting, wijk o 1 and the

sum is the nunber of sample elemenis in the analysis. The quantities ;5 b., €y

etc., are effects of the various classes to which en individual belonge. 'Ythe e, gk ...
adjust for the error in y'ijk "; a3 an 2stimate of yijk e
vhere y.ijk = g+ a, + bj + o + 4 o

Hith the model we assuire no intgractioasi/ among Che ai’s, bj'a, ck’s, et}
the gijk ".'s have an expectetion of Zero, a comwon varlamce o°, and sve uncorrelated;
the effects of the a 's, b,’s, citc., are additive. Thewe 18 no resiriction of

i i
equality ox proportionality on ihe class frequeucies ard no assumptlon of orthogonality.

Each indivicual is classified in p ways; he ic assigned to one of the i
classifications of characieristic a, one of the j classiflcations of characteristic

b, etc., throughout p characteristics.
To illuatrate, yi'k‘ might: be the income of a femily with bead in age class

i, occupation j, educatkion k, living In geographic regicn 1.
If ve knew absolutely nothing about 2 family. we would guess the income to be
¥, but there might be substantiel crror iu the prediction. However, kpowing the

specific cell Lo which the Zadividucsi belengs, we can predict the family income with

_/ A vaoviation of the model regavds imteractionr as another charactcriatnc. For
exnsmple, to prxovide for interactiom belweon chovoctarictivs o oad b wo ngy
iatroduce the characteristic (Bb)ij’ vhere 1 ond j may apply in turn o all
or to only some of the classes of 3 and b, The model is then

» = "'*' o +. e «ve
yljk cer & yta;* hj (ab)ij + °4J

zad we assume the intercciion effects, together with the main effocis, are addicive.

vew m’



2.
error eijk 2 end the values of a5 bj’ €2 etc., will have been computed in such
a wanner that the error sum of squares is g mirimum.

The analysis of multiple classification gives vegults consistent with those
that would be obtained from a multivariate regression analysis in which each class
1s regarded as & geparate cheracterilstic with the property that it has the valuz 1
£ an individual possecses this characteristic ard 0 otherwise {51, {io}. The
nultiple classification analysis has some practical, operational wirtues but mo
theoreticel advantages over the multivariate regression enalveis with "dummy™
variablesg/. It follows that the theoretical sssumptions and imterpretations must

be identical for the two apalyses.

" 3: INTERPRETING THR OUTPUT FROM THE MACHINE PROGRAHM
The machine computes estimates of the parameters by an iterative proceszs (see
Appendizx}. These estimates we designate 21, gs, etc. Algebraically, the metheds
of matrix {nversion and fteration are equivalent and differcnces between enmact and

approximate values are acsumed negligiblez/.

Output from the program lecads to the snsziysis of varienmce in Tsbie 1.

g/ When using the multivariaote regreszion graiysis with dummy variables 2 common
pxractice is to sei equal to zero the regresslon cosfficient for ome class of
each characteristic. Az a consequence, computed coefficients arce deviations
from the omitted clacs of a charncteristic, rather than deviations from the
over-all mcan as Is the case with the multiple classification analysio. The
two sets of cocfficients are related by & iinear transformatioun.

2/ The iterative solutioa is independent of the ordering of the characteristics
and classes. That is, characteristics may be designated a, b, c, ete., i

any convenrieat crder. Conceivably one arrangement could reguive more iterations
than enother, but this consideration is uniwportant.



Table 1--inalysis of Varisnce

5.
Veriaiion Dagree Simm of / Mean square Expected F
due to; of freadon SQUATEE™ {col. 3/col. 2) mean sguore ratio
(1) (2) {33 {4} (5) (6}
P AT, - . _ A L Te N 4 -
bj, Cpeer TFEFE L - P iyaiaiwl.ybjbj ST v V/E
Remaindes n-~%~8 = £, p«l By suhtractisn g o -
Totel n-1 Z. 2 Z 2 wijk. -Yi. k..
(E‘ % % '%ijk. WJiskead " ="

w

In the table p = number of characterigtics

i

r, 8, t, etc. = number of non-zero classes Ia characteristics 8, b, ¢ ete., respectively

n = number of elcments in the zampile
Vo1 = %EZ"'Wijkl"yijkl..: weighted total for the i-th zubclass of a
- = ? £ j= 5 1
Vb3 %E% “®y ikl Tkl welghted tetal for the je-th subcless of b

Yoy etc. are similer subtotals.

In order that the F test in column 6 be wvalid, it is unecessary to sdd the asswmption that the

8rzTor terms, e, s are normally diletributed. Furthermove, if we wish to make walid

ijk..

l_}/ The total sum of squarece mgy be cxpressed as

DLLBwy Gy -9 =LLL B Uy - vy ) * Gig. - F1%

An equivalent form of the right-hand member is

. 4 2 A FAS -A = "
LLL...L % k.. S1ik. . +LLZ Lw i‘L...(a:L +by t o 4...)% , the cxoss-product

term having vanished over the summation.

L L...L Hljk ijk ; the uncrplained or eryvor sum of squseres, is not a comvenient

computational form and the mumerical valee ig generally obteined by subtraction.
The a::plai.ned sun of squares is easily calculated from the empression

z Ya;g L vbjb +... ; since this 13 equivalent to 2 sym of squares, it is obvious that

the quantity is always positive although individual terms or gvoupe of terms ia this
computational form may be negative even for the pummation over all classes of a

characteristic.
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inferences szbout a2 population represented by the data under analysis. it 13 necessary
to asaume that we heve a simple rondom sample. To the exteni: that these conditions era
and to the cxtent that the iterative solution differ from the exact solution,

not fulfilled,/%he analyasis of wariance and the F test are approxiwmate.

The researcher msy view the computotional form of the cuplained sum of
squares {line 1, column 3 of Table 1) and be tempted to regord the suemations by
characteristic as the sum of squares attributable to the respective choracteristics.
TRIS CANWOT DE. The machine program wae written to primt out these values to suggest
lines of rescarch zathor thor Lo serve immpdiagte anaolytical purposes. The fact that
some of the quantities may be negative procludes our iuterpretiag the computational form
as a partitioning of the caplained sum of sguares. Ia section 4 we discuss the cal-
culation necesaary to obtain the sum of squares attributable to one charactexistic or
to a subset of chersctevistics. Here it is impoziant to recoguize that such quantities
are not products of thils program.

Available from the program is the compirieon of the expleined sum of squares
{in line % and columa 5 of Table 1} with the total sum of squares {line 3, column 3 of
the table},

R® = explatued sum of squares/@ot@l sum of sguares,
where R g the wmultiple correlation coafficicut.z/ Fote that K= is the samc as the
"eoefficient of joint detemmination" doscribed in Ezekial (X, pp. 159, 217] and By Croxtea

and Cowden

{3, pp 665, T7k]. Evea though this measure may be split into components-~cocfficients
of separate determination--by taking ratios ilke Z&i yi/Total 85, Z.@jyj/Total 88, cte.;
each includes part of the joint determination of the other independent variables and
gsome of these coefficients may be negative. This {s due to nomorthogonality.

A significarnce test for B is identical with the slagle-tailed F test, im

column €& of Table 1, for the significance of the regresscion; appropriate degrece of

freedom are (v + 8+ ¢ +...- p) and {n ~ & « 8 - t...+ p-1). Kote that the test may

5/ Although theoretically biased {8, p384], for all practical purposes, the R and R®
can be taken as estimates of the corresponding population vslues.
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not be ewect because the F test agsumes nermality and simple random gsampling, conditions
which the data may not £uif{ill. Ingsmuch ag the effect on the F test is vnknoym, we
suggest thet the researcher reguirve the value for sigalficance to be somewhat larger
than the tabular ome.

&n aleevnative i3 to obtain an estimate of the gampling variabilityg/ of A%
by comparing the estimstes from two haléf-semples {or from the whole sample and oneg
half-somple). Although the technigue is crude, estimates of R and its sampling error
would enable the researcher td Judge the emplanatory vaiue of the set of characteristics
and to make comparisomse with other sampies from the same unlverse,

The half-sample analyses {sce preceding paragraph and Appendiz) yield
eppronimate sampling ervors for the parameters (Qk, @%, gte.) as well as for &%,

"Small" coefficients of voriation (stzndard errer of the estimate/estimate ) end
some gtability £rom sample to sample will imcrease confidence in their predictive value.
. [The following is contributed by Dr. 3ames I'. Morgea of the Economic Behavior Program]

The "explainaed sum of squeres” partitioned among the pgedictors is affected
both by the dimensions of the dependent variable and by correlations among the pzre-
dictors theomselves. What we need is a mzasure of the relative importance of each
praedicter independent of the units of messurement of predictor or dependent wveriable,
f.2., an analogue to the beita coefficient in cwlitiple correlation. It is easy to
compute beta coefficients for each cisss of each characteristic, but vhot we wapt is
a measure of the imporiasnce of the whole sei of classes of a characteristic taken &s

group, e.g., of age as a factor, not of belonging to ome particular age group.

§/ For a simple random sasmple the variance of R® is approximated by
2ry _ p2)2
variance (EK%) = E—-&-%-—-E—L

vhere n ie the sample size. However, the cetimate breaks down for R near zero [8,

Yol I, p 385].
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Svuch a measure of importance is easy to compute by tresting the adjusted
coefficients as measured cxplanatory variableas, amd computing a multiple rogression

with these newly.developed variables "age”, etc, Cach variable will have o re-

gression coefficient bi of 1.00.
The formuie for bets is bch where v is the dependent
B:‘i
Ii o
, y
wvariable aond 3 the pradictor. We know the standszd deviation of y from the TOW

output, b1 is equal to 1, and the stondard deviation of our avtificlal variable is

_ =2 / 2
\/t wi(f,; %) = E;wi"ﬂi since the weighted sum of the coefficieunts over
Ly v

i i

any characteristic is zervro.

The oply difference between this and the standard beta coefficient is

that it is always positive because all b,'s ere positlive {i.e., equal to 1}.

i

4 %* % 3* 1 % i 3¢ = # % # #* #
Although, at present, we cannot fully egree with the rationale of the
above discussion'lcading to a P-measure, we feel that the expressica
. vy %g :
-mfr——-/by can serve a8 a very good measure of the “index of fmportance™,
el
0f course, we are looking &t this as an "average effect" relative to the variability of

the dependent variaoble; greater the indexn, the greater the importance of the

characteristic., Ve would like o pursue the matter further.



b, Other Analyses
a. Testing eifects of the characteristics

Ic i6 to be noted thet the diffevences among the margingl (subclass) averages
do not represent the "true” cstimates of the paremeter differences in the cese of
multiple classification with digproportionate subclasa numbers. Thesce reflect not only
the effects of the particular claseification but elso include the reeiduasl affects of
the other claseifications. Thus the differcnces befween incoR2 mesans represent not
only ail the effects of income differences but alse include the filuctuatione caused by
the differecrces in occupations, age groaps, etc., &s a pert of these differences; in
other words, the main offects are nmonorthogonal.

This ponorthogonality of the maln effects implies that e ''partitioa” of the
total sum of squeres Iinto those cxclusively ateributable to the various indiwvidual
characteristics and the "errer" is imposeible (7, pp 110-113]; that is to say that the
"true” gum of squares of the chavacteristics will not add wvp to the total for such
nonorthogonal data. Because of this reeult and the mororthogonality of the main cffects,
the usual sum of squares attributed to & particular characteristic, say z;ﬁlyai for
example, will not vepresent the true sum of squares attributable to that chavacteristic,
2 i the ecxample. And the set of terms Z giya'i’ Eﬁ\j}%j s €Cc., are no worec crthogonal.
Hote that one or more of these terms cap aven be negstive! {Also note that this rules
out any measure of homogeneity dcfined in texme of the componente of varience.)

If the repenrcher 1s interested in £indiong out whether the varilous subclazses
of a cheracteristic produce zmry differeptigl cffect ea the independent wvarilable, it is
necessaty to rerun the machine program deleting the characteristic in whicﬁ the
experimenter ig interested:d/ If the gew solutions are dencted by 3;0,1330, etc. ,
then the appropriate sum of squazes to test our hypothesis will bDe given by the differ-
ence between the first and second Vemplained” sum of squares (sce Tabie 2) pamely

(é} Q‘iy&i + %‘.’b‘jyﬁj .00 - (& %ioyé:l + Z%joyhj +...). HNote that the second set will not

ﬂ/ In this event convergence wmight be achicved in fewer iteretions if the previous
solutions are used as first approximaticms. However, the techmique is impractical if
its use involves changes in the machine program.
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contzin & term corresponding to the characteristie for which we are testing. Thie
difference will have t-1 degrees of freedom if che charecteristic has r subclasses.
The appropriate test will be the single-tailed F test, the F-ratio being defined in
columm 5 of Table 2. (Remember that tho sum of squares zre epprozimete since we are

using the approzimate solutions obtalned by iteration.)

Table 2--~finalysis of Varignce

¥arletion duec to DPegrees of Sum of Squares Hean - P-ratio
£reedon 322?*9
(1) (2) (3) (b (5)
b, ¢, etec., {ige 8+ € ... ~(p-1) L6 y. + 2 y_  +. .- -
noring &) . Jo7by ke ey
a ral (By subtraction) v, v 5/E
! A L T8
a, b, ¢, etec. rEasttd.. =p Zﬂj} + by, .. - -
Exrov p~-{(c+s+ t..-p)~l {By subtraction) B -
Total n-1 Ewijkyijk - e
. (E“’:ykyuk)
Lz

i3k

if the sum of squares attributable to characteristics a and b fo desired, the machine
program 18 agein ropeated, this time ezmcluding the two chawacteristics. The analysis

of variance table again nsp Live ilimes: Fariation duc o
e, etc. {igooring & and b)
& gnd b
a, b, ¢, etec.
Error

Total
it is mot valid to subtract the cum of squares duc to a {from Table 2} from the sum
of pgqueres due to a and b, anﬁ then atiribute the wemainder to characteriatic.b. The
latter is obtalned only by repeating the snalysis with characteristic b ezcluded.
At this point 1t is worth considering somz altermative mothods aven though

they arc approximate. If the various subclasses have roughly equal numbers of observa-
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tions {or at least reaconscble to believe this would be true in the population from
vhich the semple is drawn), a simple ap#roxim&te ugcthod would be that of the method of
unweighted means-~the method of calculation being to izaore the subclase numbers and
apply the ordinary enalysis of varlapce to thc means of the subclasses, tresting them
as single observations [9, pp 207-288, 294). If the data conform, more or less, to
the assumption stated above, it is advisable to perform this simple and caszy analysis
of verlance to get an approximate idea of what the results would look like. (The
error mesn square 1o casleculated using the whole data, subtracting betwveen cell sum of
squares from the total sum of squares end finelly dividing it by the harmoaic mean

" of the cell frequencies.) | |

An alternate, approximete procedure io thet of expected subelass numbers;
the technique to be used Lf the cubclass numbexs are guite different and this zeems to
be a chavacteristic of the population [9, p 205]. Here the observed numbers ané totals
of the cells are yeplaced by the “expected" muubers and "expected" totals based on these
numbers and the observed mesns. Then analyze the data which now have proportionate
subclass mumbers. This method has been found useful and gives close spproximation to
the “exact’ method of fitting comstants. ({9, pr 291-292, £299-300]

The method cf weighied squares of meams is yet suother approximate method
suited In cases where the nmarginal means are aesumed representative of some populations.
The reciprocals of the numbers in each cell are computed and the weights for subecless
means .(and their squazes) are the reciprocals of the sums; i.e., the weight for each
suybclags means will bz the harmonic mean of the numbers in that claas, in other
classifications. This methed lgads to a test of significance of the diffezences among
the subclass effects.

If one is interested in comparison between subclasses of a characteristic the
problem ic mors complicated. However, approximate procedures may be adopted to achieve
these comparigons. A simple but crude methed would be to apply an approximate t-test
on the estimates obtalued £rom the lterative pirocess; the wawiance being approsimately

calculated by using the subclase numbezs. (These will be in general underestimates and
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go moy result in rejection more often than is indlcated by the significance level of
the t-test,) The othor épproximate analysls of variance methode suggested ahove
provide 3lso convenient comparieon methods corresponding to them, the methods being
in lire with the standard analysies of varience and individual comparisons,
b. Chack on gddicivity aésumption

It hes boen tacit¢ly assumed in the zbovo procedurcs that the additive ﬁodel
hoids good for the data at hand. Ip many siltuations confronted in 50cio~econﬁnic
surveys, this may be far from wxeelity. So it would be advisable to first of all have
a rough check of the v@liéity of the additive model by & cereful scrutiny of the data
combined with accumulated ezperience in the behavior of characteristice under study.
Oac need not be much alazmed £f he finds that the agsumption of additivity does not
sult bis data. In euch cases it would be possible to find gsome suifablé traneformation
s0 that the trensformed variable satisfies the addiilvity assumption. Such trans-
formations have the additiornal effect of making the distribution wmore nearly normal
than before and thereby walldating tests of sigrificance as well as estimation. The
most uwseful type of transformations thot occur commonly are the logarithmic apd the
sguare voot transformations {2, pp 392-52].

tnalysis of the residuals offevs a bolated check on the additivity assumptioq.
Eirvked departures from normality may result fzom a break-down of this asssumption

5, p 372 ££}. It is then necessayy to scurch for an appropriate trsusformation.



Appendix

These notes were prepared ac an aid to writing the machine PrOgTam. Although
the notaticn is in terms of threc charactcristics, the program provides for a maximum
combination of characterietics and clesses., The normal equations and soveral steps
in the iterative solution are included.

It is necessary to speclfy a2 convergence test to determine when a solution
has beecn achieved. The reﬁearcher may choose either of two tests {where K and K + 1

denote the neoxt to the last and the last iteratioms, respectively):

a;fﬂ PR ¢ _ &l | K _
1. i < Q ; i ] < Q etc.
X ? X+i
a, b
2 i
I S AP ¥l _ X - .7
2. &y ay <QY ; bj bj <QY

He mugt -also egpecify the value of Q and the mazimum number of iterations to be completed
if coovergence {8 not ackicwed in K + 1 or fewer iterations. {For some studies con-
vargence hes been achicved in around 10 iterations using test 2 and Q = .001.) Results
of the last two iterations are avallable wvostinsciy and all may be had when specified

io advance.

Neceapary conditions for a selutica ave z wia§+l = Z.w.DR+1 = g, w cR+1 = Q.
i . 3 i3 k'k

If these quantities do noi appear as part of the program output, the researcher should
verify that the conditions have been met. Toseibly this verfication may be added to
the program inm the near Zuture.

The reszarcher may choose tc run the analysie for either or both of two
properly selected half-gemples as well as for the entire sample.“/

The output format is ldenticel for the whole sample and the half-samples.
The mumber of non-zero clésses, not necessarily known in advance, can bg determined

fro= the output.

-/’ Pogsibly the program mey be adjusted, at a later date, to repeat the calculations
for geveral half-semples.



RNotation

Model: Yijka = Y + 8, + bj < € + eijkm whore

Yijko =  ghgerved value of varisble y for individusl a in the ijk-th cell

¥ = the over-all weighted mzan = 2}% Z E wijlu ik Y
il W
e
Wijhm = weight for ohservation Yijkm { = 1 1f data are umveighted)
a, = "affect" dve to i-th subclass of characteristic a
bj = "Yeffect' due to j-th subclase of characteristic b

) = Meffect™ due to k-th subclasz of characteristic ¢

°; jka = Yerror" {random Zluctuation of cobserved value from predicted)
%= E’%’g‘uijkm‘iijlu I A T I =2 32“’13@@ ik
= - -5‘ . =

LT {‘g‘ﬂjm 5oV =Ll TN %EHijm
Wy o= g“ij Ewik oWy = %“ij“%“jk 5 wk=§.wik=§wjk

LLZW Y
A.= ko ijbm L. R YAi , the mzan of i-th subclass of a.
* Lilu, W, |

§ ko iika ~

i- g Lok g

Similarly, Bj = E; = YBj and ck = g; = YCk represent means of subclasses of

b and ¢ respectively.

Y = LELELW,, ¥, = LY, =LY = LY

1§ ka LYo ijko i1 473 k k
W o= LLLLIW = LW, = LW, = LG
ik iiwm );' L33 k K

Lw C

1 1 j“j kK

2 32 = Pac
% % ;i.;. E wijkfl gijlm, - WY Total sum of squares.

[In ali the emprecsions sbove, o will ruon through the walues 1 to nijk’ nijk being the

nuebder of observations in the ijk-th cell; 1 through 1 to r, the number of subclasses of

a; 1 through 1 to 8, the number of D subclasses; and k through 1 to t, the number of ¢
subclasses. ]



Normal equations to be solved:

a, = A, -Y- = LW, , b ~ LW, c
b x W, 5 117 W,k ikk

b =B “'Y- — Z‘,H - —-Ew’

i 3 R %1 Rk “k
= 7. L S S

s S wkg"m“i W %’wjk b,

Sclution
' = - Y =1 - v ] - e
Step 1. a, Ai Y ; b Bj Y ; c) = Ck ¥
. 1 i
L . ] e 1 A 1
Step 2.  af a W, %. Hij bj X i S

Step K. a? L é; §:W13 b§“1 - %; E Hik Ci-l Note: Superscripts
bl,{ = bt - 1 Tw e.K L Ty cK'l donote primes
i 3 CE G~ T W L WOT povers.
o ° o - é;%”ﬂ;ai %:;E‘“jk"?
Step K + 1. aiﬁ']‘ = a; - % };_',wij bl; - .é.;: %wﬂ.k ci
bgm = by '!%; AT - "Z%; LWy °§
ﬁﬂ = o - %‘; )g. Wy aitﬂ - %; ?%rjk b?”‘



Basic Qutput of IBM 7ok Mechine Progsram

. ¥
2, B = LLLLN,,
i3 ka Lio
. H = LLLLW
? ijka ik
t = -_ . LA ..- 1 = -—
b, a} b= ¥, b By~Y, o c, - ¥
. 1
5. af*l 5 bi%l 5 c§+" (solutions to normal cquations)
6. K+ 1 = number of iterations or steps
7. &%%zwijm Y?jku. - WY2 = total sum of squares = TSS
a »
- R+l o K+l a =
8. ssA }i.Yi a, =, S83e }j;'zj b , B8S¢C = Eykck
9. ESS = 58A 4+ S85B + S8C = c=zplained sum of squares
0. W o, W o, H
[Note: The machine prints out many other results best described in detail by the

Davta Processing Section. ]
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